Engineering reaction–diffusion networks with properties of neural tissue†

Thomas Litschel, Michael M. Norton, Vardges Tserunyan and Seth Fraden*

We present an experimental system of networks of coupled non-linear chemical reactors, which we theoretically model within a reaction–diffusion framework. The networks consist of patterned arrays of diffusively coupled nanoliter-scale reactors containing the Belousov–Zhabotinsky (BZ) reaction. Microfluidic fabrication techniques are developed that provide the ability to vary the network topology and the reactor coupling strength and offer the freedom to choose whether an arbitrary reactor is inhibitory or excitatory coupled to its neighbor. This versatile experimental and theoretical framework can be used to create a wide variety of chemical networks. Here we design, construct and characterize chemical networks that achieve the complexity of central pattern generators (CPGs), which are found in the autonomic nervous system of a variety of organisms.

Introduction

Central pattern generators are a class of neural networks found in the autonomic nervous system that perform cyclic functions and govern motions such as swimming, walking, and the peristaltic motion of the digestive system. The networks produce rhythmic pulses distributed in space that coordinate muscle contractions (Fig. 1). Minimal models treat individual neurons as self-driven non-linear oscillators that when coupled together produce complex spatio-temporal patterns. Turing recognized that chemical reactions were capable of producing self-driven oscillators and elucidated the conditions in which diffusively coupled chemical networks exhibit spontaneous spatio-temporal pattern formation. Guided by this insight, we seek to leverage the self-organizing properties of reaction–diffusion systems to engineer a synthetic substrate that emulates the autonomous pattern formation exhibited by central-pattern generators. In this paper, we describe the design and fabrication of a network of coupled chemical oscillators that generates the spatio-temporal pattern produced by a swimming lamprey (Fig. 1).

As the name implies, reaction–diffusion networks have two components. The term reaction refers to the chemistry. As a first step of the design process we, like Turing, idealize the chemical kinetics as taking place inside a single reactor, disregarding spatial extent. The term diffusion networks refers to the physics with a focus on the spatial structure and interconnectivity of the network as characterized by (i) the topology of the network, the (ii) boundary and (iii) initial conditions, (iv) the volume of each reactor, (v) the coupling strength, and (vi) whether the coupling is of an inhibitory or excitatory nature. To enable the rational engineering of reaction–diffusion networks it is important to have control over each of these factors.

We utilize the Belousov–Zhabotinsky (BZ) reaction, a non-linear chemical oscillator. The BZ reaction is a metal ion-catalyzed oxidation of an organic substrate, in which chemical concentrations of intermediate reactants and products oscillate over time. The simplest description of this oscillatory reaction is with two principle components; an autocatalytic activator that drives the catalyst to the oxidized state and an inhibitor that returns the catalyst to the reduced state. The ability of the BZ chemistry to operate in either an oscillatory/limit-cycle or excitable regime makes it a prime analogue for neurons. The parallel between the two systems has been appreciated and leveraged to produce neuro-mimetic systems by linking together stirred reactors via reagent pumps. Pattern formation in larger networks of photo-chemically linked catalyst-laden beads and gels have been observed as well. While these examples demonstrate the strength of BZ as a model oscillator, the systems do not possess inherent dynamics that are independent of the electrical, mechanical and optical controllers responsible for inter-oscillator coupling and are therefore not suitable for the creation of autonomous materials with intrinsic pattern formation.
In recent years, the Belousov–Zhabotinsky (BZ) reaction encapsulated in emulsions of droplets with diameters in the 100 μm range has emerged as a powerful experimental system to study reaction–diffusion networks. The state of the art of BZ networks up to the year 2017 has been reviewed in an article in Lab on a Chip; “Chemical communication and dynamics of droplet emulsions in networks of Belousov–Zhabotinsky micro-oscillators produced by microfluidics”.13 In two-dimensions (2-D) it is possible to create networks of varied topology and, using a photo-sensitive catalyst, set initial and boundary conditions.14 Thus, diffusion network properties (i–iii) have been achieved. However, while small networks of drops of different volume have been formed in multiple emulsions, network topology and volume cannot be independently varied using this method.15 Additionally, control of coupling strength is limited and means are lacking for specifying whether a particular link between drops in BZ emulsions is excitatory or inhibitory. Thus, properties (iv–vi) remain to be developed. The aim of this work is to create BZ reaction–diffusion networks in which all the diffusion network properties, (i–vi), can be realized and to exploit these properties to engineer non-trivial reaction–diffusion networks.

**Experimental methods**

Surfactant stabilized emulsions consisting of aqueous BZ droplets in a continuous phase of oil allow only a subset of the BZ reactants to diffuse from drop to drop. Depending on the BZ conditions and how the BZ chemicals react with the oil and surfactant, coupling is either dominated by bromine, Br₂, an apolar molecule, which in the simplified classification, acts as an inhibitor,14,16–21 or coupling is dominated by excitatory species.19,23 Other ways to induce excitatory coupling are to immobilize the catalyst in specific sites and then allow all the BZ reagents minus the catalyst to diffuse over the sites.24,25 Thus, while there are several systems which allow either all the links in a reaction–diffusion network to be excitatory or all the links to be inhibitory, there are no BZ networks for which each individual link can be specified as being either excitatory or inhibitory.13

To create a network in which each link can either be excitatory or inhibitory, we replace the liquid oil used previously in the BZ emulsion system14,16–21 with the solid elastomer polydimethylsiloxane (PDMS). The oils used in emulsions and the elastomer PDMS have similar dielectric constants. Additionally, only 10% of the PDMS is cross-linked. Therefore, at a molecular scale, the majority of the elastomer resembles the fluid oil and consequently, the permeation and diffusion constants of BZ chemicals in PDMS and oil are similar.16,26,27 Similarly to BZ emulsions, we found that adjacent BZ wells that were separated from each other by a wall of PDMS (Fig. 2A) were inhibitory coupled. Excitatory coupling was accomplished by building thin channels between wells (Fig. 2B). Wells connected by narrow channels allow the propagation of chemical waves, a phenomena characteristic of bulk, excitable BZ solutions.26 Substantive advantages of PDMS confinement of BZ reactions over that of previous emulsion methods are that extensions of soft lithography methods greatly eases compartmentalization of BZ solution in PDMS wells of arbitrary size, shape and location in 2-D and allows selection of coupling type.

To pattern these nanoliter-scale wells into thin sheets of PDMS, we optimized existing microfluidic fabrication techniques14,28 (Fig. S1A†). Crucial to the fabrication of the networks is to minimize the layer of PDMS at the bottom of each well (Fig. 2). The bromine produced by the BZ reaction partitions into this space,26,27 and the reaction stops if the ratio of PDMS to BZ exceeds about 5:1,14 because a critical concentration of bromine is necessary to sustain the reaction. Therefore, we fabricate PDMS sheets in which the thickness of the bottom of the well is less than 1 micron (Fig. S2†). After immersing the wells in BZ solution, we seal the filled BZ compartments air-tight with a glass lid (Fig. S3†) to prevent nucleation of CO₂ bubbles, which are a nuisance that often plague BZ experiments.29 Manufacturing protocols for
high-yield device fabrication are documented in Movies S6 and S7 and in the ESI†

Our engineering design is guided by considering reaction–diffusion systems as being described by partial differential equations whose spatio-temporal behavior is a function of boundary and initial conditions. To control (ii) boundary and (iii) initial conditions, we include the photosensitive catalyst tris-(bipyridine)-ruthenium(I) (\([\text{Ru}^{III}\text{bpy}]^{2+}\)) in the BZ solution. Essentially, when illuminated with blue light, a \([\text{Ru}^{III}\text{bpy}]^{2+}\)-BZ solution is prevented from oscillating and is set in partially oxidized steady state.30 We utilize a homemade programmable illumination microscope (PIM)31 for a light source. This microscope has two illumination arms; one to control the chemical reaction and one to observe the oxidation state. The control arm consists of a computer projector capable of projecting blue light with wavelength centered at 450 nm at arbitrary locations over the entire field of view and allows the intensity of each pixel to be varied in time.14,31 The observation arm utilizes Kohler illumination at 510 nm to maximize the contrast of the ferroin dye that indicates the oxidation state of the \([\text{Ru}^{III}\text{bpy}]^{2+}\) catalyst.14,18

To establish defined boundary conditions, we fabricate an additional structure (a moat) in the PDMS containing BZ that surrounds, but is not directly connected to the network of interest (Fig. 3A). The BZ chemical composition is initially the same in all structures, but using the PIM to illuminate the BZ in the moat with sufficient light moves the reaction off the limit cycle, fixing the reaction in a stationary state of constant chemical concentration, including a fixed bromine concentration. This establishes a well-controlled, time-invariant boundary condition consisting of constant chemical concentrations in a region surrounding the network under study.14,18,21 The non-illuminated wells continue to oscillate, while the surrounding illuminated moat isolates the network from the environment. Without the light controlled boundary conditions, a small array of BZ wells, such as illustrated in Fig. 3 would exhibit transient behavior due to mass transfer of bromine from the well into the surrounding material beyond the moat, which constitutes a much larger volume than the nanoliter-wells containing the BZ solution.

We impose initial conditions by illuminating each well individually and then extinguishing the light on different wells. If the light is removed from all the wells at the same time, then the wells begin oscillating in-phase. If the light is removed at different times, then the oscillations in different wells have a phase shift proportional to the time of light removal. Once the light is removed, the BZ reaction commences and rapidly reaches the limit cycle in the reduced state. Oscillations begin approximately half an oscillation period after removal of light.

**Results**

Spatial control of wave speed in linear arrays of wells

We constructed linear arrays of wells connected by small channels in the manner shown in Fig. 2B. Fig. 4 shows such
a design. Well dimensions were held constant 100 \( \mu \text{m} \times 100 \mu \text{m} \times 110 \mu \text{m} \) \( (L \times W \times H) \) while the widths and heights of the connecting channels were varied. We explore the engineering of excitatory connections by investigating the dependence of wave speed on geometry. We expected that the abrupt change in channel width would induce a curvature in the wave front as it emanates from the small channel into the large well, which causes the wave to slow down according to previous experiments that were explained theoretically by the Eikonal equation.  

This well-established phenomena occurs when an isolated reaction–diffusion wave front emerges from a small channel into a large volume and thereby acquires a curvature (circular in 2-D and spherical in 3-D); curved reaction–diffusion fronts dilute the activator responsible for propagating the reaction front, subsequently reducing wave speed. As the wave front advances into the well and interacts with the wall, the curvature reduces and concomitantly the wave speed increases. Instead, as described below, we found the opposite behavior occurred; wave velocity increased upon exiting a small channel into a larger one.

To set the direction of wave propagation, we illuminate all but one of the wells on one end of the 1-D array. The un-illuminated well oscillates spontaneously and serves as a “pacemaker” (see Fig. 3B and 4B). The light intensity is strong enough to suppress spontaneous oscillations in the illuminated wells, but weak enough such that they are still excitable and oxidize when they receive activator from a neighboring well. Such a technique has been used to study wave-propagation in continuous media. Using a pacemaker allows for repeatable experiments, but is also a necessary control feature for the biological central pattern generator neural network shown in the introduction. We program pacemakers in adjacent channels to be located at opposite ends of the channels (Fig. 4C), which causes the waves to propagate in opposite directions. Comparing the resulting wave speeds controls against possible undesirable experimental gradients, such as uneven illumination. With each experiment, we include a continuous channel, which can be considered as an array with channels of maximal width and height (Fig. 4C, right). The continuous channel provides both a control and a reference velocity \( c_0 \) by which to normalize wave speeds through corrugated channels.

A space–time plot, Fig. 5B, shows the discretized nature of the wave as it moves from well to well. The near vertical slope in the space–time plot conveys that the wave speed inside a wide, deep well (yellow) is much greater than both the average wave speed (green) and the speed in a narrow, shallow channel between wells (red). While the contrast in the experimental space–time plot doesn’t allow us to show the signal within the channels, the offset between the signals in neighboring wells indicates a time delay from which we infer a slower wave front speed. Movie S1† shows a recording with 3 simultaneous, but independent experiments; the wave speeds of each propagating wave are shown in Fig. S4A†. The system-average wave speeds of each experiment are constant over time, establishing that the experiments have reached steady state. As an aside, comparison with Fig. S4B† reveals a similar dependency on geometry for experiments without a pacemaker well created by light. However, these experiments lacked spatial control over the wave origin and we observed waves would simultaneously randomly initiate in multiple wells.

The main experimental trend is that wave speed increases with increasing cross section of the connecting channels (Fig. 6A). The Eikonal equation predicts that the speed of isolated plane waves should be the same in long uniform channels independent of width, as is borne out in our finite element simulations (Fig. S5†). However, Fig. 7 shows that the wave speed is fast in the wide uniform-width well and slow in the narrow uniform-width connection. This is because the periodicity of the spacing of the wells is close to the width of the wave front (Movie S2†). Thus the assumption of isolated plane waves breaks down and the Eikonal equation prediction no longer holds. In contrast, Ginn et al. observed that the wave speed slowed down when transitioning from a narrow to wide channel, consistent with the
Eikonal equation. This is because the length of the channels was much greater than the width of the wave front, closer to the idealized case described by the Eikonal equation.

We compare our results to 2-D finite element method (FEM) simulations to better understand the relationship between geometry and wave speed. The green curve in Fig. 6A shows the calculated normalized, predicted wave speed as a function of channel width. While the 2-D Field–Körös–Noyes (FKN)\textsuperscript{5} model overpredicts the measured 3-D wave speed by a factor of \( \sim 2.5 \), comparing normalized results demonstrates that our model captures the overall geometric dependence. Movie S2\textsuperscript{†} shows FEM simulations of wave propagation through a linear array for the case of a 10 \( \mu \)m connecting channel (color map corresponds to the oxidized catalyst concentration).

For very small channel sizes, we found that only every other wave propagates to the end of the array. Furthermore, the distance the disrupted waves propagate before termination shows a pattern that repeats every 4 cycles (Fig. 6B and C, and Movie S3\textsuperscript{†}). These periodic behaviors are sensitive to the amount of light we apply to suppress free oscillations. Similar periodic phenomena have been reported for other BZ systems.\textsuperscript{15,36,37} Additional quantitative information about the period of oscillations as a function of time in experiment and the spatial dependency of propagation speed in experiment and theory can be found in Fig. S4(C to F).\textsuperscript{†}

Given the importance of boundary conditions for reaction–diffusion systems, we calculated FEM-predicted wave speed for bromine-permeable walls in order to model the experimentally utilized PDMS channels. For comparison, we also employed no-flux walls, which model glass or silicon devices, to explore the role of boundary conditions on wave speed. We were surprised to find only a small difference in wave speed of at most a few percent between the bromine permeable and bromine impermeable channels (Fig. S4G\textsuperscript{†}).

Previous researchers noticed how bromine-permeable PDMS affects BZ chemical dynamics. Buskohl and Vaia\textsuperscript{27} used PDMS to control initial conditions. By placing PDMS walls in contact with a BZ gel, they generated a bromine sink that disinhibited a specific region. This creates a pacemaker...
by locally absorbing bromine. However, the bromine concentration in the PDMS will increase with time until the bromine reaches the outside of the PDMS and encounters a new boundary condition. Thus, PDMS on its own does not constitute a time-independent boundary condition. This is in contrast to the photo inhibited moat (Fig. 3A); as long as the light shone on the moat is constant, the chemical composition of the moat will also be constant.

Ginn et al.\textsuperscript{26} measured the wave speed in a narrowing PDMS channel and observed that the speed increased as the channel width decreased. This phenomenon was explained as arising from the permeation of the inhibitor bromine into the PDMS, thereby disinhibiting the BZ reaction. Narrow channels have more disinhibition than wide channels due to the larger surface to volume ratio. In contrast, in our wave speed experiments and simulations, the wave speed was slower in the narrow section (Fig. 5 and 6). Additionally, in our simulations the wave speed was the same for bromine permeable and impermeable channels (Fig. S4G\textsuperscript{†}). The differences between previous observations of wave speed in PDMS channels\textsuperscript{26} and our work is that we employ spatially modulated channels whose wave length is approximately equal to the width of the wave front. In such cases, it has been shown that the wave speed is greatly reduced, even to the extent of blocking wave propagation.\textsuperscript{33,34} This suggests that the wave speed in the case we studied is controlled more by channel geometry than by channel composition. This has important engineering consequences for designing autonomous networks in which wave speeds vary in different locations because it is much easier to lithographically fabricate networks with spatially variable geometry than to engineer networks with spatially variable chemical composition.

Central pattern generator

Thus far in this paper we’ve established the ability to control initial and boundary conditions, wave speed, and create pacemaker nodes. We conclude by adding an additional feature: well-coupling through the inhibitor (Fig. 2A). In previous works, we explored inhibitor-coupling at length using fluorinated oils as the interstitial medium; here, we implement inhibitor-coupling for the first time using PDMS elastomer and demonstrate that both materials function identically in that the dynamic attractor for two oscillators is 180° out-of-phase, also known as anti-phase synchrony. We use these engineering principles in concert to design and fabricate a central pattern generator circuit inspired by the lamprey and illustrated in Fig. 1.

This neural network is responsible for autonomous muscle control in a variety of organisms.\textsuperscript{38,39} The CPG’s function is to initiate waves of muscle contractions that alternatively travel down the left and right sides of the spinal column, giving rise to the sinuous motion of the lamprey as illustrated in Fig. 1A.\textsuperscript{2,38} The minimal model that produces this
behavior is that of two parallel chains of oscillators, shown in Fig. 1D. Fig. 8A shows the BZ implementation in which structure implies function. It is comprised of two identical linear arrays of BZ oscillators which play the role of the neurons along the lamprey’s spine. Wells within each linear array are activator-coupled through direct connections (Fig. 2B) and are designed to propagate a chemical wave in one direction as described in the previous section (Fig. 4). In order that the left and right arrays synchronize with a 180° phase difference, the two linear arrays are fabricated side-by-side to create the inhibitory interaction through the PDMS (Fig. 2A). As before, illumination is used to control boundary and initial conditions, as well as to create a pacemaker for each column (Fig. 8A).

To demonstrate the robustness of the design of the CPG shown in Fig. 8A, we purposely initiate the system as close to in-phase synchrony as experimentally possible, which is an initial condition as far away from the designed anti-phase dynamical attractor as possible. The space–time plot in Fig. 8B is recorded after the network is in steady state and corresponds closely to the target spatio-temporal pattern of the central pattern generator shown Fig. 1C. The phase difference between the left (red) and right (blue) halves of the central pattern generator vs. time shown in Fig. 8C demonstrates that the phase difference between linear arrays grows in time until the twin sides of the CPG phase lock near 180°, which is the designed dynamical attractor; additional experimental observations are shown in the ESI† Fig. S6. Movie S5† shows the FEM simulations that correspond to the experiments shown in Fig. 8C and Movie S4† Fig. 8D shows the steady state phase difference between the linear arrays, for 33 separate experiments. Variations away from the desired attractor are due to heterogeneities in the system, our models reproduce this behavior when the boundary conditions are not equal on each side of the arrays. Notably, there is an additional small peak at 0° phase shift, indicative of a second basin of attraction in the network. Our numerical models predict that the in-phase attractor is both small and shallow. The occurrence of this state is therefore controlled by both the initial condition and boundary conditions of the system. In spite of initiating the CPG with the least favorable initial condition possible, the CPG attained the designed attractor 85% of the time, demonstrating design robustness. While the great majority of experiments achieve near anti-phase synchrony, we observe large variability in the time of approach to steady state. We discuss these observations and compare to model results in the ESI† Fig. S6–S8.

**Conclusion**

Neural tissue evolved 3.5 billion years after the origin of life, which is a testament to its complexity, and is found in almost all multicellular life, which is a testament to its importance. At the coarsest level of description, neurons are non-linear oscillators that when coupled together in tissue through excitatory and inhibitory connections give rise to complex spatio-temporal patterns. When organized, these patterns are capable of processing and storing sensory information, and actuating musculature. Extrapolating from this general
definition of a neuronal network as a spatiotemporal pattern generator, we posit these dynamics can be captured on an abiotic reaction–diffusion platform. Here, we report advances in soft lithography that allow the engineering of synthetic reaction–diffusion networks capable of producing a wide variety of spatiotemporal patterns. We employ the well-known oscillatory Belousov–Zhabotinsky reaction and develop methods to create diffusively coupled networks over which we design (i) the topology of the network, the (ii) boundary and (iii) initial conditions, (iv) the volume of each reactor, (v) the coupling strength, and (vi) whether the coupling is of an inhibitory or excitatory nature. It is important to note that the engineering principles we identify are general and can be applied to other oscillatory reaction–diffusion systems.

An application for the reaction–diffusion based networks developed here is to the field of soft robotics, where the central pattern generator will serve as the controller of an artificial muscle comprised of chemomechanical gels coupled to the BZ layer. Soft Robotics, a field at the forefront of engineering and materials science, aims to engineer purely synthetic materials and devices with robust dynamical abilities currently observed only in living matter, such as the undulations of a lamprey (Fig. 1). However, the field of soft robotics has focused primarily on developing new, biomimetic methods of actuation while relying on traditional forms of control, while here our control device is based on a neural inspired spatiotemporal paradigm.

In biology, the control network, or nervous system, is distinct from the actuation network, or musculature. This separation of control and actuation in biology has an analogy to the field of electro-mechanical robotics, where control is performed by logic circuits and actuation by electrical motors. Each of these subsystems is complex and presents engineering challenges that require specialized training and focused attention to solve. It is common practice to develop new robotic technologies by taking a three-tiered approach; separately optimize control and actuation, then integrate the two sub-systems. The modular approach has the advantage that many different applications can be built up through the assembly of different combinations of control and actuation systems. Likewise, we adopt a multi-tiered approach to the goal of creating autonomous reaction–diffusion based soft robots. As an application of the reaction–diffusion network technology we developed, we fabricated a controller compatible with soft robotics and demonstrated it had the functionality equivalent to the biologic central pattern generator neural network. As a next step, we envision fabricating an actuation network consisting of poly(N-isopropylacrylamide) hydrogels capable of chemomechanical motion based on the BZ reaction. The ultimate challenge will be transferring the information coded in the dynamical spatiotemporal patterns of compartmentalized chemical reactors into a targeted mechanical response by coupling the central pattern generator demonstrated here to chemomechanical gels that contract in concert with the BZ reaction.
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